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Motivation: technological

A Thermal watlincreases in processor clock frequency are
slowing and in many cases frequencies are being decreased
reduce power consumption.

A a 2 2 NB (e ndmiber of transistors that
can be inexpensively placed on an integrated
circuit is increasing exponentially, doubling
approximately every two years.

A Scalabilitythrough more computing units.

July 27, 2010 Youssef Hamadi, Pragmatics of SAT 2010 3



Motivation: algorithmic

A State of the arsequentialalgorithm looks difficult to
Improve (no orders of magnitude improvements).

A SAT is applied targerand more ambitious problems
which cannot be solved in reasonable time.

SATCompetition 2009: ~30% of the industniastances
were notsolved in nearly 3h.



Definitions

A Parallel systemparallel algorithm + parallel
architecture.

A Scalability how well a parallel system takes
advantage of increased computing resources.

I Definitions:
A Sequential runtime Ts
A Parallel runtime Tp (with p procs)
A Parallel overhead To = pTkTs
A Speedup S =Ts/Tp
A Efficiency E=S/p

I Typical objective: divide the sequential runtime by the
number of resources, i.e., E close to 1.



Definitions

A Knowledge information generated during the
execution of a parallel algorithm.

A Knowledge sharingnechanisms used to share the
Information. Many tradeoffs:

I Cost of sharing:

A Ramp up time

A Communication overhead
I Cost of not sharing:

A Redundant work
A Task starvation
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Modern SAT Solver

mplication graph

(1) Liter
conflict-cla

4) conflictclaus |

Decisions Conflict analysis

(VSIDS)

(4) d!onflic{clause

Backtrack friendly
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PARALLEL TRBBESED SEARCH



Divide and conqguer

Principles:

1. Allocate independent subspaces to different resources, organizeblalatcing.

f
/\ guidingpaths
------ >

(‘y/‘ : - uy/‘ :
UNSAT Load balancing
request
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Divide and conqguer

Principles:
1. Allocate independent subspaces to different resources, organizedakhcing.
2. Share learntlauses.

f

guidingpaths

If |c|<=e, send c
(prunes 2vic) tuples)
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Divideand-conquer: algorithms

SlaveDPLL ()
1:get and enforce guiding - path;
limit = c;
while ('end ){
<import foreign - clauses >;
while (#conflicts < limit && 'end){
<import foreign - clauses >;
lit = decide();
it (Mit)
end = true;
SAT = true;
it ('BUP(lit)){

cl =conflict - analysis();

if (! cl) goto 1;
export cl ;
#conflicts++;

}

undoDecisions  ();
increase(limit);

MasterDPLL (){

}

end, SAT: shared memory variables.
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produce initial guiding

if(guiding - path - required())

end = false;
while (!end ){
if('quiding
end = true;

SAT = false;
<SlaveDPLL >
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Clause sharing

Integration of shared

clauses:

1. Top level
Straight forward
e.g., units

2. Onthe fly
4 cases
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SlaveDPLL (){
1:.get and enforce guiding
limit = c;
while ('end ){
<import foreign - clauses >;
while (#conflicts < limit && 'end){
<import foreign - clauses>;

lit = decide();
it (Mit)
end = true;

SAT = true;
it ('BUP(lit)){

cl = conflict

if (! cl) goto 1;

export cl ;

#conflicts++;

- path;

}

undoDecisions  ();
increase(limit);

- analysis();
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Clause sharing

Integration of shared
clauses: on the fly

I False
-> Conflict analysis

-X2
X3

-x4

(-x1v x2)
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Clause sharing

Integration of shared
clauses: on the fly
I False
-> Conflict analysis
I Unit
-> BUP

-X2
X3

x4

(-x1v x5)

July 27, 2010 Youssef Hamadi, Pragmatics of SAT 2010 14




Clause sharing

Integration of shared

clauses: on the fly x1

I False X2
-> Conflict analysis

.. : X3

I Unit
-> BUP -X4

I Satisfied
-> Watch the last satisfied (X5V X6 Vx3)

V\\R\
\watches
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Clause sharing

Integration of shared
clauses: on the fly x1
I False X2
-> Conflict analysis
I Unit
> BUP -x4
I Satisfied
-> Watch the last satisfied

I Otherwise
A Watch any pair of literals

X3
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Divideand-conquer in SAT

Basealgorithm | Parallelarchitecture | Knowledge
sharing

Psato[Zhang et al. 1996] Sato workstations Loadbalancing
[Bohmet al. 1996] ad-hoc workstations Loadbalancing
GradsafChrabakkhet al. zChaff workstations Loadbalancing,
2003 clausesharing
[Blochingetet al. 2003] zChaff workstations Loadbalancing,
restricted
clausesharing
MiraXT[Lewis et al. 2007] Minisat multicore Loadbalancing,
systematic
clausesharing
PminisaffChu et al. 2008] Minisat multicore Loadbalancing,
restricted

clausesharing
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Portfolio approach

A Principle: let several differentiated but related

DPLLs and to be the first
to solve a given instance.
I Tradeoft

A Cover the space of search strategies
AExchange useful information

A ManySATHamadi, Jabbour, Sais 2008]

A Distributed CSRI-Framewor{Hamadi,
RingwelskP005]



ManySAT: internals

Strategies ||[Core O Core 1 Core 2 Core 3
Restart Geometric Dynamic (Fast) Arithmetic Luby 512
T = 100 rq1 = 100, 7o = 100 r1 = 16000
r; = 1.0 xx;_4 r; = f(yi—1.,y;).1 > 2|r; = ;1 + 16000
if Y = Yi—1

flyi1,y:) =

¥ Yi—1
Uy x |cos(1 + v )|
else

flyi—1.y:) =
e _Yi
X |cos(1 + e )|

a = 1200

Heuristic ||VSIDS (3% rand.) VSIDS (2% rand.) VSIDS (2% rand.) |VSIDS (2% rand.)
Polarity Progress saving false Progress saving

it #oce(l) >#occ(—l)

[ = true

else | = false
Learning CDCL (extended [1]) | CDCL CDCL CDCL (extended [1])
Cl. sharing||size 8 size 8 size 8 size 8
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Portfolio approach

A Knowledge sharing: confliclause

I Without: core0 corel

l Parallel time
T With: core0 corel

l/ Parallel time
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Theoretical Performance
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Practical Performance |

A SATRace 2008
I 4 cores
I 100 industrial problems
I 15min timeout
I Absolute speedip (vs.Minisat2.1, best 2008 Sequential)

ManySAT | pMinisat MiraXT
(MSRINRIA) (NICTA) (U. Frelburg)

#problems solved

Averagespeedup 6.02 3.10 1.83
Minimal speedup 0.25 0.34 0.04
Maximalspeedup 250.17 26.47 7.56
Average efficiency 1.5 0.77 0.45
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Practical Performanck

A SATRace 2008
T Non determinism

Runtime variation 13.7% 14.7% 15.2%
by SAT/UNSA 22.2%/5.5% 23.1%/5.7% 19.5%/9.7%
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CONTROBASED CLAUSE SHARINC

Controlbased Clause Sharing in Parallel SAT Solitdamadi, S. Jabbour, and L.
Sais, Twentfirst International Joint Conference on Artificial Intelligence
(IJCAI'09), July 2009, Pasadena, USA.
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Problem 1
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Figure 3. SAT-Race 2008: different limits for clause sharing
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Problem 2

A Simple experiment wit

N Minisat 2.0 (sequential)

18

16

=8

14

12

10

% of learnt clauses with size <
[ 3

APTOVEQ7_" family - -

Average size of learnt clauses is raising:
clause sharing might halt.
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Problem 3

A Exchange between unrelated search efforts:

[DPVis, Sinz 05]



Dynamic limits

1. Pairwisesize limitse; to control clause
sharing fromi to |.

2. Each unit performs (loekee) periodic
revisions of incoming limits.

Two objectives:

1. Maintain a . Solves
problems (1), (2):

too high: full overhead

]
=
@

E-1
o]

2. Maintain a

) Solves (3): .
|C| <= ek—llo |C| - eklo
¢ c | C colc o
UnitO:{ T \\I( AL\ \\I
t‘k ->ek10 t‘k+1'> ek+110 .
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Objective 1: Maintain a throughput T

A Throughput T is a number of foreign clauses received i
each time interval

I Time interval £ conflicts
i Typically, T &/c

A Uniti, at stept,;:
I R is the set of foreign clauses received duripg t
i If |RJ< T, uniform increase of¥; limits
i If|RJ> T, uniform decrease a limits

A How do we update the limits?



TCP Congestion Avoidance

A Problem: guess the available bandwidth, i.e., find the
correct communication rate w.

receiver
sender /

\

A Additive Increase Multiplicative Decrease (AIMD):
I Slow increase as long as no packet loss: w = w + b/w
A i.e., probe for available bandwidth.

I Exponential decrease if a loss is encountered: w&Eaifw
A i.e., congestion: quick decrease for faster recovery.



Additive Increase Multiplicative
Decrease (AIMD)

A Clause sharing: an increase of the limits can generate a very
large number of incoming clauses.

I Slow increase, as long as T not met.
I EXxponential decrease, if T is met.

aimdT (RY){

b1 ef ;i + o if (IR <T)
€Cimi = k i k
ef_;—axes if(|RY|>T)

Jj—t
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Objective 2: Maintain a throughput T
of quality Q

A VSIDS heuristic: unassigned variables with the highest activit
are related to the future evolution of the search proce
A Def.
i Maximum VSIDS activity.,A}"“"
I Set of active literals of a foreign clause c:

La (c) ={z/x € cst. Aj(x) > AE;M}

I Set of clauses received from j with at least Q active literals:

k
I Quality of clauses received from j at step Q |73jﬂ,|+1
g—r AR [+1

J—1
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Maintain a throughput T
of quality Q

aimdTQ(R){
Vi0 < j < n,jAi
(

, Qr_ . o i ,
e+ (Fort) X = if(|Rf| < T)

ehrl — ¢ Q.
J—i ko (1 — ==5) X a X f’f;%zlf(‘Rf‘ >T)

€ 100

/write

A Increase/Decrease:
i Favour units which give good gquality clauses.
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Parallel SAT Solving

mplication graph

(1) Liter
conflictcla
(7”NForeigrclause
4) conflictclaus |
Decisions Conflict analysis
I ) Activity 7 (8) or#licting‘oreign-clause

(4) dyonflic{c se

(6) Conflict

Foreignclause

Backtrack friendly

Conflictclause
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Performance on Industrial problems

ManySAT e=H8 ManySAT aimdT ManySAT aimdTQ)
family/instance | #inst || #Solved | time(s) || #Solved | time(s) | e #Solved | time(s) | €
ibm_* 20 19 204 19 218 7 19 286 6
manol_* 10 10 117 10 117 a 10 205 7
mizh_* 10 6 162 7 746 6 10 441 5
post_* 10 9 325 9 316 7 9 375 7
velev_* 10 8 585 8 448 5 8 517 7
een_* 5 5 2 5 2 8 5 2 7
simon_* 5 5 111 5 84 10 5 59 9
bme_* 4 = 7 4 7 7 4 0 9
gold_* 4 1 1160 1 1103 12 1 1159 12
anbul_* 3 2 742 3 211 11 3 689 11
babic_* 3 3 2 3 2 8 3 2 8
schup_* 3 3 129 3 120 5 3 160 5
fuhs_* 2 2 90 2 59 11 2 17 10
grieu_* 2 1 783 1 750 8 1 750 8
narain_* 2 1 186 1 776 8 1 7192 8
palac_* 2 2 20 2 8 3 2 54 7
aloul-chnl11-13 1 0 1500 0 1500 11 0 1500 10
jarvi-eg-atree-9 1 1 70 1 69 25 1 43 17
marijn-philips 1 0 1500 1 1133 34 1 1132 29
maris-s03-gripperl1 1 1 11 1 11 10 1 11 8
vange-col-abb313gpia-9-¢ 1 0 1500 0 1500 12 0 1500 12
Total/(average) | 100 || 83 | 10406 || 86 | 9180 | (10.28) || 89 | 9760 | (9.61) |

Table 1: SAT-Race 2008, industrial problems
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Problems with clause sharing (2)

A Simple experiment with Minisat 2.0 (sequential)
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The dynamic of the pairwise limits

average size limit
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DIVERSIFICATION AND
INTENSIFICATION

Diversification and Intensification in Parallel SAT Sollzitgyqg Y. Hamadi, S.
Jabbour, and L. Sailth International Conference on Principles and Practice of

Constraint Programming (t Q H o mppear
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Intensification

A Portfolio search = fulliversification

A Question: how can we integratstensification
and find the right balance wittiiversificatior?

A Proposal:
iLYdNRPRdzOS AGNRf Sac¢
AMasters conduct an original search process
(diversification)

A Slavesintensify their master search process.
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Intensification

clause sharing

4
~ ra
” /
&
‘ wa }'

A
M

___________ ~ intensification

Figure 1: Intensification topology

A Question 1: whainformation should be given to a slave?

A Question 2how oftendo we have to communicate
iInformation?

A Question 3iradeoff Masters/Slaves?
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What information should be given to a
slave?

1. Decision list:
I Activities are not transferred
I Branching on Dexplores the same area in a different way

2. Asserting set: f=@, a1 ,...2,) (AU3)-— - (BU-a)
1. al au SNO@EUa)Na,Nau), -\-w(anlu a) F (s
2. Branching ora can generate learnt (U.—&) (AUB_)J. I\_(AUB)
3. Connects resolution proofs:

3. Orderedconflictsets: (=(S Sc.1 »---S)
i sO2ydFAya OGUKS fAGSNIfa OzahdlySsO( S|
I Directsthe slave towardshe same conflicts



How often do we have to
communicate information?

A Objectives

1. Increase the quality (size) of clauses generated
by the slaves

2. Maintain a tight synchronization of the efforts

A Frequent updates, ~ rapid restarts strategy



Intensification strategies



