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Motivation: technological 

ÅThermal wall: increases in processor clock frequency are 
slowing and in many cases frequencies are being decreased to 
reduce power consumption.  

 

ÅaƻƻǊŜΩǎ ƭŀǿ: the number of transistors that  

 can be inexpensively placed on an integrated  

 circuit is increasing exponentially, doubling  

 approximately every two years. 

 

ÅScalability through more computing units. 
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Motivation: algorithmic 

ÅState of the art sequential algorithm looks difficult to 
improve (no orders of magnitude improvements). 

 

ÅSAT is applied to larger and more ambitious problems 
which cannot be solved in reasonable time. 

 SAT Competition 2009: ~30% of the industrial instances 
 were not solved in nearly 3h. 
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Definitions 

ÅParallel system: parallel algorithm + parallel 
architecture. 
ÅScalability: how well a parallel system takes 

advantage of increased computing resources. 
ïDefinitions: 
ÅSequential runtime  Ts 
ÅParallel runtime   Tp (with p procs) 
ÅParallel overhead  To = pTp ςTs 
ÅSpeedup   S = Ts/Tp 
ÅEfficiency   E = S/p 
 

ïTypical objective: divide the sequential runtime by the 
number of resources, i.e., E close to 1. 
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Definitions 

ÅKnowledge: information generated during the 
execution of a parallel algorithm. 

ÅKnowledge sharing: mechanisms used to share the 
information. Many tradeoffs: 

ïCost of sharing: 
ÅRamp up time 

ÅCommunication overhead 

ïCost of not sharing: 
ÅRedundant work 

ÅTask starvation 
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Modern SAT Solver 
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(2) Implication graph 

(4) Conflict-clause 

Backtrack friendly 

(1) Literal (3) Generate  
conflict-clause 

(4) conflict-clause 

(5) Activity 

(6) Conflict 
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PARALLEL TREE-BASED SEARCH 
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Divide and conquer 
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f f, g1 f, g2 

g3 

Load balancing  
request 

f, g2, g3 

UNSAT 

guiding-paths 

Principles:  
1. Allocate independent subspaces to different resources, organize load-balancing. 
 



Divide and conquer 
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f f, g1 f, g2 

guiding-paths 

Principles:  
1. Allocate independent subspaces to different resources, organize load-balancing. 
2. Share learnt-clauses. 
 

If |c|<=e, send c 
(prunes 2(n-|c|) tuples) 

c 



Divide-and-conquer: algorithms 

 
 
SlaveDPLL (){  
1:get and enforce guiding - path;  
  limit = c;  
  while ( !end ){  
    <import foreign - clauses >;  
    while (#conflicts < limit && !end){  
      <import foreign - clauses >;  
      lit = decide();  
      if (!lit)  
 end = true;  
 SAT = true;  
      if (!BUP(lit)){   
 cl  = conflict - analysis();  
 if (! cl ) goto  1;   
 export cl ;  
 #conflicts++;  
      }  
    }  
    undoDecisions ();  
    increase(limit);  
  }  
}  

 

 
 
MasterDPLL (){  
  produce initial guiding - paths;  
  end = false;  
  while ( !end ){  
    if(guiding - path - required())  
      if(!guiding - path())  
 end = true;  
 SAT = false;  
    <SlaveDPLL > 
  }  
}  
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end, SAT: shared memory variables. 
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Clause sharing 

Integration of shared 
clauses:  

1. Top level 

Straight forward 

e.g., units 

 

2. On the fly 

4 cases 
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SlaveDPLL (){  
1:get and enforce guiding - path;  
  limit = c;  
  while ( !end ){  
    <import foreign - clauses >;  
    while (#conflicts < limit && !end){  
      <import foreign - clauses>;  
      lit = decide();  
      if (!lit)  
 end = true;  
 SAT = true;  
      if (!BUP(lit)){   
 cl  = conflict - analysis();  
 if (! cl ) goto  1;   
 export cl ;  
 #conflicts++;  
      }  
    }  
    undoDecisions ();  
    increase(limit);  
  }  
}  
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Clause sharing 

Integration of shared 
clauses: on the fly 

ïFalse 
-> Conflict analysis 
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 x1 

¬x2 

x3 

¬x4 

(¬x1 v x2) 
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Clause sharing 

Integration of shared 
clauses: on the fly 

ïFalse 
-> Conflict analysis 

ïUnit 
-> BUP 
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 x1 

¬x2 

x3 

¬x4 

(¬x1 v x5) 
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Clause sharing 

Integration of shared 
clauses: on the fly 

ïFalse 
-> Conflict analysis 

ïUnit 
-> BUP 

ïSatisfied 
-> Watch the last satisfied 
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 x1 

¬x2 

x3 

¬x4 

(x5 v x6 v x3) 

watches 
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Clause sharing 

Integration of shared 
clauses: on the fly 

ïFalse 
-> Conflict analysis 

ïUnit 
-> BUP 

ïSatisfied 
-> Watch the last satisfied 

ïOtherwise  
ÅWatch any pair of literals 
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Divide-and-conquer in SAT 
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Base algorithm Parallel architecture Knowledge 
sharing 

Psato [Zhang et al. 1996] Sato workstations Load-balancing 

[Bohm et al. 1996] ad-hoc workstations Load-balancing 

Gradsat [Chrabakh et al. 
2003] 

zChaff workstations Load-balancing, 
clause sharing 

[Blochinger et al. 2003] zChaff workstations Load-balancing, 
restricted 
clause sharing 

MiraXT [Lewis et al. 2007] Minisat multicore Load-balancing, 
systematic 
clause sharing 

Pminisat [Chu et al. 2008] Minisat multicore Load-balancing, 
restricted 
clause sharing 
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Portfolio approach 

ÅPrinciple: let several differentiated but related 
DPLLs compete and cooperate to be the first 
to solve a given instance.  
ïTradeoff: 
ÅCover the space of search strategies 

ÅExchange useful information 

ÅManySAT [Hamadi, Jabbour, Sais 2008] 

ÅDistributed CSP, M-Framework [Hamadi, 
Ringwelski 2005] 
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ManySAT: internals 
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Portfolio approach 

ÅKnowledge sharing: conflict-clause 

 

ïWithout: as good as the best 

 

 

 

ïWith: better than the best 
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core0 core1 

Parallel time 
c 

core0 core1 

Parallel time 
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Theoretical Performance 

First solution 

Ts >> Tp S >> p  E >> 1 

ω ά{ǇŜŜŘ-ǳǇ ŀƴƻƳŀƭƛŜǎ ƛƴ ǇŀǊŀƭƭŜƭ ǘǊŜŜ ǎŜŀǊŎƘέΣ ŦƛǊǎǘ ǊŜǇƻǊǘŜŘ ƛŘŜƴǘƛŦƛŎŀǘƛƻƴ 
circa 1975 [Pruul 88] 

ω [Rao Ŝǘ ŀƭΦ фоϐΥ άΧ ǎŜǉǳŜƴǘƛŀƭ 5C{ ƛǎ ǎǳō-ƻǇǘƛƳŀƭΧέ 

 -> Interleaved DFS (sequential) [Meseguer 97] 

 

 

 

Ts 
Tp p=3 



Practical Performance I 
Å SAT-Race 2008 

ï 4 cores 

ï 100 industrial problems 

ï 15min timeout 

ï Absolute speed-up (vs. Minisat 2.1, best 2008 Sequential) 
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ManySAT 
(MSR-INRIA) 

pMinisat 
(NICTA) 

MiraXT 
(U. Freiburg) 

#problems solved 90 85 73 

Average speed-up 6.02 3.10 1.83 

Minimal speed-up 0.25 0.34 0.04 

Maximal speed-up 250.17 26.47 7.56 

Average efficiency 1.5 0.77 0.45 



Practical Performance II 

ÅSAT-Race 2008 

ïNon determinism 

ï900 seconds timeout 

ï4 cores 
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ManySAT pMinisat MiraXT 

Runtime variation 13.7% 14.7% 15.2% 

        by SAT/UNSAT 22.2%/5.5% 23.1%/5.7% 19.5%/9.7% 
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CONTROL-BASED CLAUSE SHARING 
Control-based Clause Sharing in Parallel SAT Solving, Y. Hamadi, S. Jabbour, and L. 
Sais, Twenty-first International Joint Conference on Artificial Intelligence 
(IJCAI'09), July 2009, Pasadena, USA. 
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Problem 1 
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Problem 2 

ÅSimple experiment with Minisat 2.0 (sequential) 

 

26 

Average size of learnt clauses is raising:  
clause sharing might halt.  
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Problem 3 

ÅExchange between unrelated search efforts: 
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[DPVis, Sinz 05] 



Dynamic limits 

1. Pairwise size limits eij to control clause 
sharing from i to j. 

2. Each unit performs (lock-free) periodic 
revisions of incoming limits.  

 Two objectives: 

1. Maintain a throughput T. Solves 
problems (1), (2): 

 

 

2. Maintain a throughput T of a given 
Quality Q. Solves (3): 
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u0 

u1 

e01 

e10 

write 

read 

time 

c c c 

Unit 0: 

c c c c 

tk -> ek10 
 

tk+1 -> ek+110 
 

|c| <= ek10  |c| <= ek-110  
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Objective 1: Maintain a throughput T 

ÅThroughput T is a number of foreign clauses received in 
each time interval  
ïTime interval = h  conflicts 
ïTypically, T = h/c 

 
ÅUnit i, at step tk: 
ïRk is the set of foreign clauses received during tk-1 
ïIf | Rk|< T, uniform increase of ek

ji limits 
ïIf | Rk|> T, uniform decrease of ek

ji limits 
  

ÅHow do we update the limits? 
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TCP Congestion Avoidance 

ÅProblem: guess the available bandwidth, i.e., find the 
correct communication rate w. 
 
 
 
 
 
 

ÅAdditive Increase Multiplicative Decrease (AIMD): 
ïSlow increase as long as no packet loss: w = w + b/w 

Å i.e., probe for available bandwidth. 

ïExponential decrease if a loss is encountered: w = w ς a*w 
Å i.e., congestion: quick decrease for faster recovery.  

 

30 

Network sender receiver 

sender 
receiver 
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Additive Increase Multiplicative 
Decrease (AIMD) 

ÅClause sharing: an increase of the limits can generate a very 
large number of incoming clauses. 

ïSlow increase, as long as T not met. 

ïExponential decrease, if T is met. 

31 
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Objective 2: Maintain a throughput T  
of quality Q 

ÅVSIDS heuristic: unassigned variables with the highest activity 
are related to the future evolution of the search process. 

ÅDef.  
ïMaximum VSIDS activity: 

ïSet of active literals of a foreign clause c:  

 

 

ïSet of clauses received from j with at least Q active literals: 

 

 

ïQuality of clauses received from j at step k: 
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Maintain a throughput T  
of quality Q 

 

 

 

 

 

 

ÅIncrease/Decrease:  
ïFavour units which give good quality clauses. 
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Parallel SAT Solving 

34 

(2) Implication graph 

(4) Conflict-clause 

Backtrack friendly 

(1) Literal (3) Generate  
conflict-clause 

(4) conflict-clause 

(5) Activity 

(6) Conflict 

(8) Conflicting-foreign-clause 

(7) Foreign-clause 

Conflict-clause 

Foreign-clause 
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Performance on Industrial problems 
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Problems with clause sharing (2) 

ÅSimple experiment with Minisat 2.0 (sequential) 
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The dynamic of the pairwise limits 
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DIVERSIFICATION AND 
INTENSIFICATION 
Diversification and Intensification in Parallel SAT Solving, L. Guo, Y. Hamadi, S. 
Jabbour, and L. Sais, 16th International Conference on Principles and Practice of 
Constraint Programming (/tΩнлмл) to appear. 
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Intensification 

ÅPortfolio search = full diversification 

ÅQuestion: how can we integrate intensification 
and find the right balance with diversification? 

ÅProposal: 

ïLƴǘǊƻŘǳŎŜ άǊƻƭŜǎέ 

ÅMasters, conduct an original search process 
(diversification) 

ÅSlaves, intensify their master search process. 
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Intensification 

 

 

 

 

 

ÅQuestion 1: what information should be given to a slave? 

ÅQuestion 2: how often do we have to communicate 
information? 

ÅQuestion 3: tradeoff Masters/Slaves? 

Youssef Hamadi, Pragmatics of SAT 2010 July 27, 2010 40 



What information should be given to a 
slave? 

1. Decision list: DM 
ïActivities are not transferred 

ïBranching on DM explores the same area in a different way 

 

2. Asserting set: AM=(ak, ak-1 ,...,a1) 
1. aŀǎǘŜǊΩǎ ƭŜŀǊƴǘ: (ankÙ ak), (ank-1Ù ak-1), ..., (an1Ù a1) 

2. Branching on ai can generate learnt (...Ù ¬ai) 

3. Connects resolution proofs: 

 

3. Ordered conflict-sets: CM=(sk, sk-1 ,...,s1) 
ï si Ŏƻƴǘŀƛƴǎ ǘƘŜ ƭƛǘŜǊŀƭǎ ŎƻƭƭŜŎǘŜŘ ŘǳǊƛƴƎ ǘƘŜ aŀǎǘŜǊΩǎ ŎƻƴŦƭƛŎǘ analysis 

ï Directs the slave towards the same conflicts 
 

July 27, 2010 Youssef Hamadi, Pragmatics of SAT 2010 41 

(B Ù ¬ai) (A Ù ai) 

(A Ù B) (A Ù B) 



How often do we have to 
communicate information? 

 
ÅObjectives 

1. Increase the quality (size) of clauses generated 
by the slaves 

2. Maintain  a tight synchronization of the efforts 

 

ÅFrequent updates, ~ rapid restarts strategy 
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Intensification strategies 
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