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It is all about:   Solving hard problems  
via SAT encodings   
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was born (*) with two objectives:  
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(*) 

ÅFacilitate the (user) process of encoding a 
(constraint)  problem to CNF  

ÅCompile constraint models to CNF while applying 
optimizations in order to generate (usually) 
smaller and better CNF formulas.  
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Outline 

ÅIntroduction  

ÅBEE in a nutshell  

ÅOrder encoding (representing integers)  

ÅEqui-propagation (ad -hoc) 
 

ÅThe ònewó stuff 

ÅComplete Equi-Propagation 

ÅCardinality Constraints in BEE 

ÅThe binary extension of BEE  
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Example: encoding Sudoku 

Problem 
(hard)  CNF encoding 

Constraint 
Model modeling 



Encoding modeling Problem 
(hard)  CNF 

Constraint 
Model 



                       Constraint Model  C1 C2 C3 Cn 
e

n
co

d
e

 

e
n

co
d

e
 

e
n

co
d

e
 

e
n

co
d

e
 

CNF 
si

m
p

lif
ic

a
tio

n
 

The Usual Approach  

Tools such as: SatELite , ReVivAl 
Based on Unit Propagation 
and Resolution. 
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The Usual Approach  

Problems:  
ÅWord vrs  bit level  

ÅLarge CNF 



Problem 
(hard)  CNF encoding 

Constraint 
Model modeling 

user compiler 

 The CNF you  want to optimize 
did not fall out of the sky  

 Optimize it while  

generating it  

Let the constraint model 
drive the CNF optimization  
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bool_array_sum_eq ( 
   [ A,B,C,D,E,F,G], 3) 
bool_array_sum_eq ( 
   [ 1,B,C, - E,E,F,G], 3) 
bool_array_sum_eq ( 
   [   B,C,       F,G], 1) 

A=1, D= - E 
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Equi- propagate  Partial evaluate  

1. view each òsingleó constraint as a Boolean formula 
2. derive (òalló) implied equalities between literals and constants 
3. apply them to simplify all  constraints  

more powerful reasoning but on 
smaller CNF portions  

of the form  X=L  where  L  
is a constant or a literal:  
X=Y, X= -Y, X=0, X=1 

Equi- propagation  is the process  
of  inferring equations implied 
by a òsmall chunck ò of 
constraints.  



TWO DESIGN CHOICES 

üRepresenting numbers 

Order encoding (unary)  
 

X = [x 1,é,xi,é,xn]  
 
x i ź (X Ó i) 
 
(X = 3) = [1,1,1,0,0]  



X 
i j  X Ó i  X < j  
1 0 

Lots of equi- propagation  

X u v 

i 

The Encoding to SAT needs NO  
Clauses. It is obtained by unification  

[x 1,x2,x3] + [y1,y2,y3] = 3 x1 = -y3 
x2 = -y2 
x3 = -y1  
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