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## Soft constraints

## Not necessary but preferred

- In common with optimization problems
- Example: university timetabling
$>$ minimize empty time slots in between
$>$ minimize the number of teachers who have continuous classes
$>$ it is preferable a subject is always taught in the same room
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## Appr oxi mat e- At - Mb

- again, is not a real at-most-k
- should use for only soft constraints


## $2 \times 2$ models

- two parents and four children
- define recursively
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## h x w models

- height h and width w
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## Coverages ( $2 \times 2$ models)

## = (solutions by approximate) / (all solutions)

--solution coverage
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## Coverages (2x2 models)

## Coverages and efficiencies ( $2 \times 2$ models)


efficiency = coveraage /literà r.ate

## h x w models: adjustment

want to generate arbitrary $k$ of $n$

## 8 of 16

Target variables
OOOOOOOO
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## h x w models: example1

to generate 5 of 10
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## h x w models: example2
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## The best efficiencies
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$$
\text { - of } 10<\text { of } 20<\text { of } 30
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## Low efficiency between highs

## 24 of 30 : high efficiency

fix 2 falses and 0 trues
( 24 of $32 \rightarrow 24$ of 30 )


26 of 30 :
high efficiency
fix 1 false and 5 trues
(30 of $36 \rightarrow 25$ of 30 )

## 25 of 30 : <br> low efficiency



fix 0 falses and 2 trues (28 of $32 \rightarrow 26$ of 30 )

## Discussion1: coverage definition
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## Conclusion

- at-most-k constraints are recursively applied (with multiplying)
- less Boolean expressions needed than conventional encodings, but does not cover all solutions
- available for searching better solutions under soft constraints
- Ex. at-most-16 of 32
$>$ only $15 \%$ of literal number (vs sequential counter)
> covers $44 \%$ of the solution space

